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What if the learning system can decide which data to collect?

- How many experiments are needed?
- Which experiments to pick?
- How to learn from the data collected?

Today: Active Sequential Hypothesis Testing. Applications to

- Medical testing
- A/B testing (e-commerce)
- Simulation-based planning
- Reinforcement learning
- ...
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Experiments

Outcomes


Instance (Unknown)
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\begin{aligned}
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\begin{aligned}
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## Desiderata

- Efficient:
few samples
- Reliable:
correct whp


$$
\begin{aligned}
& \mathbb{P}(\text { (3) 閶) })=1 / 6 \\
& \mathbb{P}(\text { (9) } \\
& \mathbb{P}(\text { © }
\end{aligned}
$$



## Identification Problems

## Problem (Even-Dar, Mannor, and Mansour, 2002)

Which arm has the highest mean
Arms: Bernoulli, Exp. Fam, bounded support, sub-Gaussian, ...
Problem (Yu and Nikolova, 2013)
Which arm has the highest $\alpha$-quantile
Arms: Unrestricted (on $\mathbb{R}$ )

## Problem (Yu and Nikolova, 2013)

Which arm has the smallest Conditional Value at Risk.
Arms: Exp. Fam (trivial), bounded $(1+\epsilon)^{\text {th }}$ moment
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Goal: efficient $\delta$-PAC algorithms with minimal sample complexity.

## Fancy Algorithm ( $\delta$ )

Stop when...
Sample arm $A_{t}=\ldots$
Recommend $\hat{l}=\ldots$
Theorem (lower bd)
Any $\delta$-PAC algorithm needs
sample complexity at least

$$
\mathbb{E}_{\boldsymbol{\mu}}[\tau] \geq f(\boldsymbol{\mu}) \ln \frac{1}{\delta}
$$

## Theorem (safe)

Fancy Algorithm( $\delta$ ) is $\delta-$ PAC

## Theorem (comput. eff.)

... runs in time $O(\ldots)$

## Theorem (statistic. eff.)

. . . has sample complexity
$\mathbb{E}_{\boldsymbol{\mu}}[\tau] \leq f(\boldsymbol{\mu}) \ln \frac{1}{\delta}+o\left(\ln \frac{1}{\delta}\right)$.
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## Instance-Dependent Sample Complexity Lower Bound

Intuition, going back at least to Lai and Robbins (1985)
A (spectacular) difference in behaviour must be due to a (spectacular) difference in the observations.
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If $\delta$－PAC algorithm samples $t$ rounds with arm freqs． $1 / 5,3 / 5,2 / 5$ ，then

$$
t \frac{1}{5} \mathrm{KL}\left(\frac{1}{6}, \frac{1}{4}\right)+t \frac{3}{5} \mathrm{KL}\left(\frac{4}{6}, \frac{2}{4}\right)+t \frac{2}{5} \mathrm{KL}\left(\frac{3}{6}, \frac{3}{4}\right) \geq \mathrm{KL}(\delta, 1-\delta) \approx \ln \frac{1}{\delta}
$$

$$
\text { At typical } \delta=0.1: \quad 0.0956 t \geq 1.757 \quad t \geq \frac{1.757}{0.0956}=18.4
$$

$$
\begin{aligned}
& \mathbb{P}(\text { (ㅇ)|睩 })=1 / 4 \\
& \mathbb{P}(\text { 이 } \mid \text { 國 })=2 / 4 \\
& \mathbb{P}(\text { (ㅇ) }
\end{aligned}
$$
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## Theorem (Castro 2014; Garivier and Kaufmann 2016)

Fix a $\delta$-correct strategy. Then for every bandit model $\boldsymbol{\mu} \in \mathcal{M}$

$$
\mathbb{E}_{\mu}[\tau] \geq T^{*}(\mu) \ln \frac{1}{\delta}
$$

where the characteristic time $T^{*}(\boldsymbol{\mu})$ is given by

$$
\frac{1}{T^{*}(\boldsymbol{\mu})}=\max _{\boldsymbol{w} \in \triangle_{K}} \min _{\boldsymbol{\lambda} \in \operatorname{Alt}(\boldsymbol{\mu})} \sum_{i=1}^{K} w_{i} \mathrm{KL}\left(\mu_{i}, \lambda_{i}\right)
$$
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## Lower Bounds Inspire Strategies

Recall sample complexity lower bound at bandit $\boldsymbol{\mu}$ governed by

$$
\max _{\boldsymbol{w} \in \triangle K} \min _{\boldsymbol{\lambda} \in \operatorname{Alt}(\boldsymbol{\mu})} \sum_{i=1}^{K} w_{i} \mathrm{KL}\left(\mu_{i}, \lambda_{i}\right)
$$

Matching algorithms must sample arms with argmax proportions $\boldsymbol{w}^{*}(\boldsymbol{\mu})$.

Main issue: Bandit instance $\boldsymbol{\mu}$ unknown

Approach: plug in estimate $\hat{\mu}_{t}$ (Garivier and Kaufmann, 2016)

## Saddle Point Techniques
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Approx. solve saddle point problem iteratively: $\boldsymbol{w}_{1}, \boldsymbol{w}_{2}, \ldots \rightarrow \boldsymbol{w}^{*}(\boldsymbol{\mu})$
Main pipeline (Degenne, Koolen, and Ménard, 2019):

- Pick arm $A_{t} \sim \boldsymbol{w}_{t}$
- Plug-in estimate $\hat{\mu}_{t}$ (so problem is shifting).
- Advance the saddle point solver one iteration per bandit interaction.
- Add optimism to gradients to induce exploration $\left(\hat{\mu}_{t} \rightarrow \boldsymbol{\mu}\right)$.
- Compose regret bound, concentration and optimism to get finite-confidence guarantee.
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## Theorem (Instance-Optimality)

For every $\delta \in(0,1)$, the sample complexity is bounded by

$$
\mathbb{E}_{\boldsymbol{\mu}}[\tau] \leq T^{*}(\boldsymbol{\mu}) \ln \frac{1}{\delta}+o\left(\ln \frac{1}{\delta}\right)
$$
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## Conclusion

Canonical Path to Instance Optimality

- State-of-the-art performance in practise (some problems)
- Best Arm Identification
- All-better-than-Control
- Minimax Game Tree Search
- Different ("fresh") structure compared to other techniques (confidence intervals, elimination, Thompson sampling, ...)
- Reduces identification problems to online learning (efficiently computing gradients/best response).
- Foundation for
- Linear bandits
- Contextual bandits
- Optimal policy learning (reinforcement learning)

Thanks!
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